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Introduction

 What is an action?

 Why learn about action recognition? 

 extends over a broad range of high-impact societal 

applications

 video surveillance

 human-computer interaction

 retail analytics

 user interface design

 web-video search and retrieval

 …… 3



Introduction

 Evalution

 Classification accuracy, Inference time, GLOPS, storage

 Video benchmarks

 Middle - scale
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Introduction

 Video benchmarks

 Large - scale
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Early works for action representation

 Earliest works make use of 3D models to describe 

actions. 

7Hogg (1983): David Hogg. Model-based vision: a program to see a walking person. Image and Vision Computing, 1:5–20, 1983.

Rohr (1994): K. Rohr. Towards model-based recognition of human movements in image sequences. CVGIP: Image Underst., 1994



Early works for action representation

 Holistic representations
 A global representation of human body structure, shape and movements.

8
Bobick and Davis (2001): A. F. Bobick and J. W. Davis. The recognition of human movement using temporal templates. TPAMI, 2001

Blank et al. (2005): M. Blank, L. Gorelick, E. Shechtman, M. Irani, and R. Basri. Actions as space-time shapes. ICCV, 2005

Yilmaz and Shah (2005): Alper Yilmaz and Mubarak Shah. Actions sketch: a novel action representation. CVPR, 2005



Early works for action representation

 Local representations

 Interest point detection 

 3D-Harris detector

 3D-Hessian detector

 Local descriptor extraction

 Edge and motion descriptors

 Binary pattern descriptors

 Aggregation of local descriptors

 Bag-of-Visual Words (BoV) 

 Fisher Vector (FV)
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Marked in red are the detected spatiotemporal interest points 



Early works for action representation

 Dense Trajectories (DT)[1]

 Improved Dense Trajectories (IDT)[2]

 Explicit camera motion estimation

 Assumption: two consecutive frames are related by a homography.

 Match feature points between frames using SURF descriptors and dense optical flow

 Removing inconsistent matches due to humans: use a human detector to remove 

matches from human regions (computation expensive)

 Estimate a homography with RANSAC with these matches

10[1] Wang H, Kläser A, Schmid C, et al. Action recognition by dense trajectories[C]//CVPR 2011

[2] Wang H, Schmid C. Action recognition with improved trajectories[C]//ICCV 2013



Deep architecture for action recognition

 2D CNN

 Deep Temporal Linear Encoding (TLE) Networks

 Aggregating K segments into a video representation

 Bilinear encoding for feature interactions

11Ali Diba et al., Deep Temporal Linear Encoding Networks, CVPR 2017



Deep architecture for action recognition

 2D CNN

 UntrimmedNet

 Attention for proposal selection

 Weakly-supervised detection

12Limin Wang et al., UntrimmedNets for Weakly Supervised Action Recognition and Detection, CVPR 2017



Deep architecture for action recognition

 RNN

 Recurrent Pose Attention Network

 Pose attention as dynamical guidance for LSTM

 Byproduct: pose estimation in videos

13Wenbin Du et al., RPAN: An End-to-End Recurrent Pose-Attention Network for Action Recognition in Videos, ICCV2017



Deep architecture for action recognition

 3D CNN
 Inflated 3D(I3D) ConvNets

 Inflating 2D ConvNets into 3D

 Bootstrapping 3D filters from 2D filters

 Propose Kenetics dataset

14
Joao Carreira et al., Quo Vadis, Action Recognition? A New Model and the Kinetics Dataset, CVPR,2017 



Deep architecture for action recognition

 3D CNN
 Pseudo-3D Residual Networks

 3 types of P3D blocks

 Interleaving design for ResNet

15Zhaofan Qiu et al., Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks, ICCV2017



 3D CNN

 Spatiotemporal Separable 3D

3D Conv (Kt x K x K) → Spatial Conv (1 x K x K) + Temporal Conv (Kt x 1 x 1) 

16Saining Xie et al., Rethinking Spatiotemporal Feature Learning For Video Understanding, CVPR, 2018

Deep architecture for action recognition
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Region Graphs

18

1. Video: space-time region 

graph

2. Nodes: region of interest 

(proposed by Faster R-CNN)

3. Edges: Similarity relations, 

Spatial-temporal relations

4. Reasoning: GCNs

Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.



Region Graphs
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Overviews

1. Graphs: Objects by RPN

RoIAlign  N*d dimensions

2. Relations: Similarity graph & 

spatial-temporal relations

3. ReasoNing: GCNs

Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.

32Frame
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 Similarity Graph

 Target: correlations between different states of the same 

object instance across frame, but also the relations between 

different objects

 Spatial-Temporal Graph

 Target:  encode these spatial and temporal relations between 

objects

Tips: also construct a backward graph (from frame t+1 to t)

 for richer structure info & enlarge the number of propagation neighbourhoods

Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.

Region Graphs

 Normalization (Softmax)



Region Graphs
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Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.



Region Graphs
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Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.



Region Graphs
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 Graph Convolutional Networks

 One layer of graph convolutions:

 Combine multiple graphs

 Fuse the results from two GCNs in the end (summed 

together)

Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.

Gsim

Gfront & Gback



Region Graphs
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Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.



Region Graphs
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 Charades dataset

 Something-Something dataset

Results

better in modeling 

a long term sequence of 

actions &

actions that require object 

interactions.

Wang X, Gupta A. Videos as Space-Time Region Graphs. ECCV, 2018.



Multi-Fiber Networks
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Sparse connections: Reduce computation cost

Multiplexer:             Compensate the information loss

Chen Y, Kalantidis Y, Li J, et al. Multi-fiber networks for video recognition. ECCV, 2018.
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Slicing Strategy Multiplexer

one for dimension reduction and 

the other for dimension expansion.

Multi-Fiber Networks



28

Multi-Fiber Networks
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Multi-Fiber Networks
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Multi-Fiber Networks



Multi-Fiber Networks

 Drawbacks

Highest accuracy: objects/backgrounds clearly distinguishable from 

other categories & actions spanning long duration.

Low accuracy:  do not display any distinguishing object & the target 

action lasts for a very short time within a long video.
31



Future Work
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 Designing effective modules in 3D CNNs can be 

crucial for lager-scale video classification

To name a few:

•Joao Carreira et al., Quo Vadis, Action Recognition? A New Model and the Kinetics Dataset, CVPR2017

•Zhaofan Qiu et al., Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks, ICCV2017

•Du Tran et al., A Closer Look at Spatiotemporal Convolutions for Action Recognition, CVPR2018

•Limin Wang et al., Appearance-and-Relation Networks for Video Classification, CVPR2018

•Xiaolong Wang et al., Non-local Neural Networks, CVPR2018
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Future Work
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 Pose is a discriminative guidance for human actions in 

videos

To name a few:

• Wenbin Du et al., RPAN: An End-to-End Recurrent Pose-Attention Network for Action Recognition in Videos, ICCV2017, oral (ours)

•Mohammadreza Zolfaghari et al., Chained Multi-stream Networks Exploiting Pose, Motion, and Appearance for Action Classification and Detection, ICCV2017

•Sijie Yan et al., Spatial Temporal Graph Convolutional Networks for Skeleton-Based Action Recognition, AAAI2018

•Mengyuan Liu et al., Recognizing Human Actions as Evolution of Pose Estimation Maps, CVPR2018

•Diogo Luvizon et al., 2D/3D Pose Estimation and Action Recognition using Multitask Deep Learning, CVPR2018

•Vasileios Choutas et al., PoTion: Pose MoTion Representation for Action Recognition, CVPR2018



Future Work

35

 Motion prediction & flow-like features

Learning flow in the videos Learning flow in the images?!

To name a few:

•Eddy Ilg et al., FlowNet 2.0: Evolution of Optical Flow Estimation with Deep Networks, CVPR2017

•Zelun Luo,et al., Unsupervised Learning of Long-Term Motion Dynamics for Videos, CVPR2017

•Xiaodan Liang et al., Dual Motion GAN for Future-Flow Embedded Video Prediction , ICCV2017

•Shuyang Sun et al., Optical Flow Guided Feature: A Motion Representation for Video Action Recognition, CVPR2018

•Lijie Fan et al., End-to-End Learning of Motion Representation for Video Understanding, CVPR2018

•Ruohan Gao et al., Im2Flow: Motion Hallucination from Static Images for Action Recognition, CVPR2018

•Lei Zhou et al., Temporal Hallucinating for Action Recognition with Few Still Images, CVPR2018 (ours)



Thanks !
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